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Proposed Solution

Cross Entropy

Focal Loss

Label Smoothing

We propose a novel train-time regularizing auxiliary loss function called 

Multi-class Difference in Confidence and Accuracy (MDCA)

Paper and Code:
https://github.com/mdca-loss

Experimental Results

Qualitative Results

6. Mitigating over/under confidence

1. Superior performance against trainable calibration methods

2. Superior class-wise calibration 3. Performance under dataset drift

Other results include

• Superior semantic segmentation results

• Superior performance against post-hoc 

calibration methods

5. Performance under data imbalance4. Mitigating overconfident mistakes

Sampled incorrect 

predictions only

Understanding Calibration

Problem: Modern Neural Networks are mostly neither top-label nor multi-class 

calibrated

Highlights

• [Novelty] We propose an auxiliary loss to overcome miscalibration

• [Multi-class Calibration] Our method the entire probability vector into account

• [Powerful Regularizer] Models trained using our method are well calibrated even

under domain/dataset drift

• [Superior Calibration] Outperforms SOTA methods on various datasets and models

• [Beyond Image Classification] Promising results in semantic segmentation in

images and NL classification tasks

Top-Label Calibration Multi-class Calibration

If a calibrated model predicts an event with 0.7 confidence, then 70% of the 

times the event transpires
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Measuring Calibration

2. Reliability Diagrams1. Quantitative Measures

• [ECE] Expected Calibration Error: It calculates the

absolute difference between the model's accuracy

and confidence. It captures the information about

top-label calibration.

• [SCE] Static Calibration Error: A simple class-wise

extension to ECE that captures multi-class

calibration


